2D Hand Tracking with Motion Information, Skin Color Classification and Aggregated Channel Features
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Abstract—In this paper we present our latest approach for 2D hand tracking in video streams of head-worn monocular color cameras. Those are lightweight and embedded in many head-mounted devices (HMDs) like eye trackers, Augmented Reality glasses or Virtual Reality devices to capture the field of view from the ego perspective. Interaction with virtual elements of the augmented or virtual reality or the interaction with the device itself can be intuitively performed using the hands. Our new approach called AfM fuses our previous method called Motion Segmentation and Appearance Change Detection based Skin color detection (MACS) with the results of a hand detector using Aggregated Channel Features. It tracks the hand more robustly and reduces the deviation from the ground truth paths by 50% on our benchmark with more than 25,000 frames consisting of different hand gestures.
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1. Introduction

Virtual reality (VR), as it is realizable already today, is going to change how we will be entertained, how we will learn and how we will collaborate. One day Augmented Reality (AR) devices will have overcome their current limitations of weight, small field of view and unimpressive visualization capabilities. Those devices will replace all sorts of auxiliary monitors as tablets or smartphones which are currently often used e.g. in industry or museums to bring information closer to the user. The user then has to capture this information and how we embedded it into our previous approach to achieve a much more accurate hand tracking, which is quantified in the evaluation in Section 4. We end with a conclusion in Section 5.

2. Related Work

In mobile applications with a head-mounted camera, the background is not static. Hand localization can therefore not be achieved by simple frame subtraction. The lighting conditions may change all the time and direct sunlight can be illuminating the scene. 3D sensors are widely and successfully used for hand tracking and hand pose estimation[1], [2] because depth information easily results in an accurate segmentation of the scene. Nowadays active depth sensors are not heavy any more but are restricted to indoor applications. A light-weight passive stereo camera system would be another option to acquire depth information, but robust stereo reconstruction heavily increases the computational load. To sum up, every type of depth sensor adds additional needs to the size and weight of a HMD as well as complexity concerning the electrical wiring and increases power consumption. Accordingly, it is achievable to use only one single RGB camera. Gloves[9], markers[10], accelerators[11] or thermal cameras[12] have been used. But the optimal solution would be to not need to attach further devices to the hands of the user. Pisharadys et al.[6] proposed a method for hand posture detection.
from single view even in front of a complex background but their method is not applicable for real-time processing. Hammer and Beyerer [7] compared different hand tracking methods with already established approaches [13][14]. In [8] we presented a 2D hand tracking approach called Motion Segmentation and Appearance Change Detection based Skin color detection (MACS) where we embedded the pixelwise skin-color classification approach of Li et al. [5] to better handle different environments with different lighting conditions. Since our new approach uses MACS as basis we will summarize the most important steps of MACS in a part of the next section. For a detailed explanation of MACS we refer to [8]. The main contribution of this work is the training of a hand detector based on Aggregated Channel Features for object detection presented by Dollar et al. [25] and the fusion process of its hand position candidates with the hand position computed by MACS, which decreases the tracking deviation by about 50% on our benchmark also presented in [8].

3. Hand Tracking Using Motion, Color and Aggregated Channel Features

The new hand tracking approach called AfM (ACF feat. MACS) relies on MACS and refines its hand position guess with the candidates computed by the hand detector using Aggregated Channel Features (ACF). In the following sections we briefly summarize MACS, describe the hand detector and the tested developed strategies.

3.1 Brief Summary of MACS

For a detailed description of MACS we refer to [8]. Its workflow can be summarized as follows: First the optical flow is estimated (Figures 1a, 1b, 1c) and clustered. From the determined clusters the foreground region assumed to contain the hand is extracted (view Figures 1d, 1e) using k-means and knowledge about the size of the hand in the images of a head-worn camera. To more robustly track this motion segment, we observe its appearance computed from the masked image (Figure 1f). This technique is essential for working with corrupted motion information especially at image boarders and when no optical flow is estimated or could not be clustered. We named this Appearance Change Detection. The skin color classification approach of Li et al. [5] is a further indicator for the hand segment. MACS fuses the resulting skin color segmentation (Figure 1g) and the moving foreground segmentation yielding a fused segmentation (Figure 1h) by only keeping those blobs of the skin color segmentation that overlap with areas of foreground motion. This fused segmentation is the basis for the tracking with the shape-particle filter (Figure 1i) that was introduced in [7]. The hand position is determined as the median position of all particles. If the average amount of skin-colored pixels per particle in a square local neighborhood of 50 × 50 pixels centered at the particle’s position is above a certain threshold (750 pixels in our case), the hand is assumed to be in the image. Then enough skin colored pixels are in place of the particles. Otherwise the hand is assumed as not visible. This threshold is one of MACS limitations since a wrong segmentation can easily produce false positives.

3.2 Hand Classification Using Aggregated Channel Features

In order to facilitate hand detection the Aggregated Channel Feature (ACF) algorithm [25] is employed, which exploits rich color feature descriptors in conjunction with an effective classifier, following the classical approach of the Histograms of Oriented Gradients (HOG) [26].

Specifically, rather than solely relying on the gray-scale information, ACF leverages the LUV color channels combined with the gradient magnitude and 6 HOGs, leading to totally 10 feature channels. Pre- and post-smoothing with Gaussian filtering followed by 4 × 4 pooling are conducted to aggregate the pixels for compact and efficient representation.

To circumvent the computational complexity of recomputing dozens of different feature pyramids, ACF only performs few of them with exact values and approximates both the color and HOG channels for the remaining scale spaces by simple rescaling of the known ones, which is justified by the power law of the natural image statistics.

Training is carried out on hand crops of 50 × 50 pixels extracted from a subset of frames of our sequences. Since the problem setup resembles that of the original pedestrian detection task with the palm like the upper body and the non-rigid fingers analog to the legs, we apply the same 2048 depth-two boost trees for learning with bootstrapping.

Example output of the hand detector can be seen in Figure 2. The hand detector produces results on the hands and fingers but unfortunately also on the arm and the background. Simply using the candidate with the highest score is therefore no option. But we can use MACS as guess for the hand location and refine it by the ACF candidates as described in the next section.

3.3 Fusion of MACS and the ACF-Based Hand Detector

To fuse MACS and the ACF-based hand detector we need to look at what both produce: On the one side there is the hand position guess $h_{MACS} \in \mathbb{R}^2$ produced by MACS. Furthermore MACS can decide that no hand was found. On the other side there are many hand candidates $i$ centered at pixel $p_i$ computed by the ACF-based hand detector where each guess comes with an associated score $s_i$. And as we have seen there are often guesses computed even if no hand is visible. Fortunately those guesses come with low scores.
Below we are describing different strategies for the fusion process.

### 3.3.1 Simple MACS Refinement

This method is the most simple approach for using the hand detector guesses. The MACS guess $h_{\text{MACS}}$ is refined by a hand detector guess $i_{\text{best}}$ that is close to $h_{\text{MACS}}$ and at the same time has a high score. This $i_{\text{best}}$ is computed as

$$i_{\text{best}} = \arg \max_i c_i \tag{1}$$

with $i \in \{1, \ldots, n\}$ based on a confidence score $c_i$ with

$$c_i = d_i + v_i \tag{2}$$

consisting of a distance weight $d_i$

$$d_i = 1 - \frac{||p_i - h_{\text{MACS}}||}{\sum_j ||p_j - h_{\text{MACS}}||} \tag{3}$$

with $j \in \{1, \ldots, n\}$ and a score weight $v_i$

$$v_i = \frac{s_i}{\sum_j s_j}. \tag{4}$$

The final hand position $h_t$ at the current point of time $t$ is then set to be $p_{i_{\text{best}}}$. In the presented work we considered at the maximum the ten best hand detector guesses per frame ($n = 10$). If no guess is computed, the hand is assumed to have left the image.

### 3.3.2 Refinement with Propagation

Since the MACS guess $h_{\text{MACS}}$ itself is often not accurate with a median distance to the ground truth path of 34 pixels [8] the distance weight (3) is weighting wrong hand detector guesses $p_i$ better because they are closer to the MACS guess. To solve this problem we use a simple propagation step that takes the last two hand positions $h_{t-1}$ and $h_{t-2}$ into account. The distance weight (3) is then adjusted as

$$d_i = 1 - \frac{||p_i - h_g||}{\sum_j ||p_j - h_g||} \tag{5}$$

with

$$h_g = \begin{cases} 
  h_{t-1} + (h_{t-1} - h_{t-2}) & \text{if } h_{t-1} \text{ and } h_{t-2} \text{ available} \\
  h_{\text{MACS}} & \text{otherwise}
\end{cases} \tag{6}$$
and the rest of the computation equals the computation described in 3.3.1.

3.3.3 Robust Distance Weighting

The problem with the above described distance weight is, that due to the normalization the value $d_i$ depends on the number of hand detector guesses $p_i$ taken into account and their distances. Therefore we change the distance rating computation to be related to a maximally accepted distance $d_{\text{max}}$. The adapted computation of $d_i$ is as follows:

$$d_i = \begin{cases} 0 & \text{if } \|p_i - h_g\|_2 \geq d_{\text{max}} \\ 1 - \frac{\|p_i - h_g\|_2^2}{d_{\text{max}}^2} & \text{otherwise.} \end{cases}$$

(7)

Accordingly, if the distances of a hand detector guess $p_i$ to the position $h_g$ is greater or equal $d_{\text{max}}$ the guess is penalized with a distance weight of 0. If it is 0, it gets the highest distance weight of 1 and if it is in between, the weight is linearly lowered. This makes the distance weight independent of the number and local distribution of the hand detector guesses. Our current implementation uses a $d_{\text{max}}$ of 100 pixels, which is a rough guess of the maximal displacement of the hand position between two consecutive frames.

3.3.4 Median Rejection of Hand Detector Guesses

To add more robustness against hand detection guesses that are too far away from the current track, we can do even more than the robust distance weighting described previously. Additionally we compute the median of the last $m$ hand positions and state that the next hand position must not have a higher distance to this median position than $d_{\text{max}}$. Therefore, all hand detector guesses $p_i$ with a higher distance to the median position are discarded. We consider $m = 3$ in our implementation to not be thrown back from the current state too much.
3.3.5 Adaption of the Segmentation Mask

Since the particle filter used for producing the MACS hand position guess $p_{MACS}$ gets a binary segmentation, we can simply adjust this binary segmentation by setting all pixels to background whose distance to the median position introduced in 3.3.4 is greater than some distance. Due to the shape particle we experienced good results with such a distance of the 1.5-fold of $d_{\text{max}}$, so in our case 150 pixels.

3.3.6 Rejecting Candidates based on the ACF Score

One of MACS limitations is that it is not tracking hands but a moving skin-colored foreground object. The decision if a hand is found is simply made upon the average number of skin pixels $s_{\text{skin}}$ in the local $50 \times 50$ pixels neighborhood of each particle. If $s_{\text{skin}}$ is above a certain threshold MACS assumes to have found a hand because this is the case when most of the particles condense on the hand blob. Unfortunately, when the segmentation is not good, this decision rule is not robust and highly adapted to the used data sets of [8]. We can improve this by instead using the ACF scores of the hand detector results. So, instead of using the threshold for the decision making if a hand is visible in the image or not, we set it to a very low value of $s_{\text{skin}} = 100$ to let MACS find even more often a hand position guess. This produces more false positives but we can reject all hand detector guesses with lower scores than a threshold $t_{ACF} = 20$ to detect if a hand is visible or not.

4. Evaluation

In [8] we presented our new benchmark consisting of 29 videos with more than 25,000 frames, different and challenging lighting conditions and wooden elements that make skin color classification difficult. We described our evaluation methodology and a good tracking result: The true positive rate (TPR) should be at least above 80%. The false positive rate (FPR) should be as low as possible. The F1-measure (F1), the precision (PREC) and the accuracy (ACC) should be as high as possible. Additionally, the distances between all true positives and their corresponding ground truth hand positions should be as low as possible. But due to the subjective trajectory annotation [8] a deviation from the ground truth of less or about seven pixels per frame can be seen as perfect result. Even tracks with a deviation of up to 18 pixels per frame would subjectively be considered as very good tracking. To compare the accuracy of the tracking we are going to look at the 0.25 (qu25), 0.50 (qu50) and 0.75 (qu75) quantile of the distances.

In the evaluation we take into account from [8] only MACS since all other algorithms it was compared to failed to produce good tracking results due to their static skin color models. Then we compare MACS to the different variants of the new AfM-algorithm:

- MACS: Motion segmentation and Appearance Change Detection based skin color detection ([8])
- AfM REF: Simple MACS Refinement (Section 3.3.1)
- AfM PROP: Refinement with propagation (Section 3.3.2)
- AfM PROP+ROB: Robust Distance Weighting (Section 3.3.3)
- AfM ALL: Refinement with propagation (Section 3.3.2), robust distance weighting (3.3.3), median rejection (3.3.4), mask adaption (3.3.5), ACF score rejection (Sections 3.3.6)

The detection rates, including the true positive rate, the false positive rate, the precision, the F1-measure, the accuracy, and additionally the statistics for the deviation from the ground truth path are computed in a manner as if all sequences would have been concatenated to one long sequence. The results are illustrated in Table 1.

MACS reaches a good true positive rate of 90.7%. It shows a low false positive rate of 1.5% and a high precision of 98%. The F1-measure of 94.2% is also high and the accuracy of 95.0% is high as well. When looking at the AfM REF results, we see a better true positive rate of 90.8%, which results in seven correctly detected hands more. The false positive rate of 0.7% states that about 100 false positives less as MACS were produced. Accordingly the precision and the F1-measure are slightly better. The results of AfM PROP and AfM PROP ROB show that the refinement with propagation and the robust distance weighting on their own do not improve the results. Variant AfM ALL, using additionally the median rejection of hand detector guesses, the adaption of the segmentation mask and the rejection of ACF candidates based on their score, produces about 40 true positives more and 30 false positives less than AfM REF, resulting in an even better true positive rate of 91.1%, a

Table 1: RESULTS FOR THE COMPLETE BENCHMARK

<table>
<thead>
<tr>
<th></th>
<th>TPR</th>
<th>FPR</th>
<th>PREC</th>
<th>F1</th>
<th>ACC</th>
<th>qu25</th>
<th>qu50</th>
<th>qu75</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACS</td>
<td>0.907</td>
<td>0.015</td>
<td>0.980</td>
<td>0.942</td>
<td>0.950</td>
<td>19.7 px</td>
<td>34.1 px</td>
<td>52.4 px</td>
</tr>
<tr>
<td>AfM REF</td>
<td>0.908</td>
<td>0.007</td>
<td>0.990</td>
<td>0.947</td>
<td>0.955</td>
<td>8.1 px</td>
<td>13.6 px</td>
<td>22.8 px</td>
</tr>
<tr>
<td>AfM PROP</td>
<td>0.904</td>
<td>0.007</td>
<td>0.990</td>
<td>0.945</td>
<td>0.953</td>
<td>8.1 px</td>
<td>13.6 px</td>
<td>22.5 px</td>
</tr>
<tr>
<td>AfM PROP ROB</td>
<td>0.905</td>
<td>0.007</td>
<td>0.990</td>
<td>0.946</td>
<td>0.954</td>
<td>8.5 px</td>
<td>14.1 px</td>
<td>24.7 px</td>
</tr>
<tr>
<td>AfM ALL</td>
<td>0.911</td>
<td>0.005</td>
<td>0.993</td>
<td>0.950</td>
<td>0.958</td>
<td>8.1 px</td>
<td>13.5 px</td>
<td>22.5 px</td>
</tr>
</tbody>
</table>
better false positive rate of 0.5%, a precision of 99.3% and an F1-measure of 95.0%.

When we look at the distance values, we see the real difference between MACS and AfM All. The deviations from the ground truth of the tracks computed by MACS show a 0.25 quantile of 19.7 pixels, a 0.50 quantile of 34.1 pixels and a 0.75 quantile of 52.4 pixels. AfM ALL shows more than 50% smaller deviations with a 0.25 quantile of 8.1 pixels, a 0.50 quantile of 13.5 pixels and a 0.75 quantile of 22.5 pixels. This tells us that AfM ALL produces a much more accurate tracking. Regarding that 18 pixels deviation are subjectively seen as accurate tracking [8], we can say that with AfM ALL we have come much closer to the goal of accurate tracking on our videos.

Comparing the variants of AfM the differences are marginal when looking at the complete benchmark. But the results also show that AfM ALL produces even better results without the need for a highly adapted threshold for the average number of skin pixels used by the particle filter for deciding if a hand is present or not. This decision has been delayed to the rejection of ACF candidates based on their score (view Section 3.3.6), and thus makes AfM ALL more general than the other AfM variants.

To show how AfM improves tracking accuracy we look at the example where MACS suffered from poor distinction of skin and wood as shown in Figure 3. The particles move to the upper left part of the segmentation result and the estimated hand position is distracted as visualized by the green dot in Figure 3b. This problem is solved by AfM because of its hand detector as can be seen in Figure 3c where the green dot is placed on the hand.

5. Conclusion

To sum up, we have shown a new 2D hand tracking algorithm called AfM that improves our previous method MACS by the usage of hand detector based on Aggregated Channel Features. We proposed several approaches for the fusion process of the MACS hand position guess and the candidates of the hand detector. AfM is the first approach to produce good tracking results on our benchmark consisting of more than 25,000 frames under challenging conditions, quantified by the usual detection values and deviations from the ground truth paths. AfM reaches better detection values than MACS on its own and reduces the deviations from the ground truth path by more than 50%. Furthermore the AfM ALL variant moves the decision if a hand is visible from the particle filter of MACS to the fusion process by rejecting candidates of the hand detector by their score, through which AfM ALL yields much more generality.

Future work will concentrate on a better and more automated scene segmentation that does not need any assumptions about the number of motion layers or the size of the hand as still needed in MACS to make AfM more general. One should even think about an online training phase of the hand detector. Since AfM comes close to good tracking, the benchmark needs to be improved with further sequences containing other moving objects and more people performing the gestures in different scenes.
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