Towards Light Transport Matrix Processing for Transparent Object Inspection

Johannes Meyer  
Karlsruhe Institute of Technology KIT  
Vision and Fusion Laboratory  
Karlsruhe, Germany  
https://www.meyer-research.de

Thomas Längle and Jürgen Beyerer  
Fraunhofer-Institute of Optronics,  
System Technologies and  
Image Exploitation IOSB  
Karlsruhe, Germany

Abstract—Objects made out of transparent materials play important roles in human’s everyday life. The majority of applications that employ transparent materials require them to meet high quality standards. Particularly, transparent materials have to be free from so-called scattering defects, e.g., enclosed air bubbles. Common dark field setups can generally be used to automatically test transparent objects for such defects. However, their adaption to the concrete test object on hand often represents a time consuming task. This contribution introduces a method that combines an optical system consisting of a telecentric camera and a spatially programmable area light source with the theory of light transport matrices. Two features are presented that can be extracted out of these matrices and that allow to image scattering defects present in a transparent object without the need of adapting the system to the actual test object. A physically based rendering framework is adequately extended so that light transport matrices can be efficiently approximated for synthetic inspection scenes. By this means, the proposed approach could be successfully evaluated and it could be shown that it even outperforms a conventional visual inspection setup in some situations.
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I. INTRODUCTION

Transparent materials play an important role in diverse industrial fields. For example, they are employed as windshields of automobiles and aircrafts, they precisely guide laser beams to their intended position in eye surgeries or they are part of high performance optical components. All these example applications clearly point out that transparent materials have to meet high quality requirements.

Typical fabrication defects by which transparent objects can be affected are enclosed absorbing particles, enclosed air bubbles, surface scratches, anomalies with respect to the intended 3D-shape or inhomogeneities of the index of refraction. Depending on the actual application, these defects can have disastrous consequences, which is why a quality control by visual inspection is indispensable. However, since this is a fatiguing task for human workers it is prone to errors and solutions based on automated visual inspection systems for transparent objects have to be found.

There exist automated visual inspection methods for some of the named types of defects [1]–[5]. However, imaging scattering defects, e.g., enclosed air bubbles or surface scratches, still represents a challenging problem. These defects are not causing changes of the transmitted light’s intensity but are only manifested in the distribution of the directions of light rays exiting the object under test. Depending on the test object’s size and on the wavelength of the employed illumination, different physical effects, e.g., Mie scattering or Rayleigh scattering cause incident light beams to be either widened or scattered [6], [7]. A common approach to image such scattering defects are so-called dark field setups [8]. The constellation of illumination and image acquisition components of such setups ensure, that in the case of a defect-free test object, no (or nearly no) light reaches the employed sensor. On the contrary, if the test object is affected by a scattering defect, the defect results in a scattering of parts of the illuminating light into the sensor and the defect gets visible. Dark field setups all share a notable disadvantage. The arrangement of the setup’s sensing and illuminating components with respect to the position and orientation of the test object often have to be determined empirically, what can be costly in terms of time. This is why dark field setups are not suitable for visual inspection applications with a great and varying diversity of test objects.

This paper introduces a novel method capable of imaging scattering defects in transparent objects. The presented approach exploits the directional information of light exiting the test object and does not require a specially adapted arrangement of the illumination sources and image acquisition components with respect to the test object. The method is based on the theory of so-called light transport matrices (LTMs) [9]–[14]. Section II shows the method’s optical setup and introduces the definition of a light transport matrix. A physically based renderer is employed to evaluate the proposed method. The respective framework has been extended as shown in Sec. III, so that it allows a comfortable and efficient approximation of the LTMs for the simulated scenes. Section IV introduces two features that can be extracted out of LTMs and that are suitable for the final goal of scattering defect detection. Section V covers the conducted experiments and discusses the results and Sec. VI closes the paper with a summary and an outlook concerning future research topics.

II. OPTICAL SETUP

The optical setup proposed by this paper is based on a telecentric camera and a spatially programmable area light source. Figure 1 shows the schematic setup of the optical system. The programmable light source could be realized by,
e.g., a matrix display whose single pixels can be individually turned on and off. A double-convex lens represents the test object in the example shown in Fig. 1.

The telecentric camera captures only light rays that run approximately parallel to the optical axis [8]. If a camera pixel observes a defect-free region of the test object, the respective rays of sight remain bundled while traversing the optical system and reach only a few different pixels of the light source. In contrast, if there is a scattering defect present inside the test object, many light rays originating from different pixels of the light source are scattered into multiple directions. Some of the scattered rays will propagate parallel to the optical axis and will be captured by the telecentric camera. Hence, the signal of a camera pixel observing a scattering defect results from the superposition of light rays coming from multiple different pixels of the programmable light source. The following Sections of this paper show, how these effects can be exploited for imaging scattering defects.

a) Light transport matrix: In the presented optical setup, the signal observed by every camera pixel $k = (k_m, k_n)^T$ can be influenced by every pixel of the light source $l = (l_p, l_q)^T$. Hence, for a camera with $M \times N$ pixels and a programmable light source with $P \times Q$ pixels, the complete light transport of the scene can be expressed by means of the so-called light transport matrix

$$
T = \begin{pmatrix}
c(1,1)^T \\
c(1,2)^T \\
\vdots \\
c(M,N-1)^T \\
c(M,N)^T
\end{pmatrix},
$$

with the row vectors $c(m,n)^T$ denoting so-called correspondence vectors [10]. A correspondence vector $c(m,n) = (c_1(m,n), c_2(m,n), \ldots, c_{PQ-1}(m,n), c_{PQ}(m,n))^T$ contains the components of the $PQ$ light source pixels that result in the signal captured by the camera pixel $(k_m, k_n)^T$. So, every row of $T$ represents the formation of the signal of the respective camera pixel.

By means of the light transport matrix $T$ of a certain scene, the camera image $y$ corresponding to an arbitrary illumination pattern $x$ of the light source can be calculated by a simple matrix vector multiplication:

$$
y = Tx.
$$

The following Section shows, how LTMs can be approximated for simulated scenes by adequately extending an existing rendering framework.

### III. LIGHT TRANSPORT MATRIX APPROXIMATION

In order to enable an evaluation of the approach in its early stage, the physically based rendering framework Mitsuba has been employed and adequately extended [15]. Figure 2 shows the schematic concept of the framework. The parts marked in black are the basic core components of Mitsuba. In order to calculate the image of a sensor, e.g., a camera, that observes a scene consisting of different objects and light sources, the following steps are carried out: The framework’s main component, the renderer, chooses a sensor sample (pixel of the camera) and an aperture sample (position on the sensor’s aperture) following a certain strategy. Based on these samples, the employed sensor component calculates a ray of sight that the renderer traces through the scene until there is no more reflection or the ray has hit a light source. If in the latter case the light source emits light in the direction of the ray of sight, the respective radiance is propagated back to the camera along the optical path in reverse order. During that step, the transported radiance is continuously updated by taking into account the reflectance spectra of all material surfaces that are part of the traversed optical path. Eventually, the final radiance together with the sensor sample are passed to the film component. This component successively aggregates all pairs of sensor samples and radiance values and calculates the final sensor image.

In order to calculate the light transport matrix for a given scene, the Mitsuba rendering framework has been extended by the red components shown in Fig. 2. If a ray of sight hits a pixel $(l_p, l_q)^T$ of a programmable light source, not only the emitted radiance but also the pixel’s coordinates will be propagated back. Out of the pairs of sensor samples $k$ and reached pixels $l$ of the light source, the renderer successively updates the correspondence vectors $c$ and finally constructs the light transport matrix $T$ as shown in Sec. II.
IV. FEATURE EXTRACTION OUT OF LIGHT TRANSPORT MATRICES

Based on light transport matrices that were calculated for an inspection setup as shown in Fig. 1, features can be extracted that allow to visualize scattering material defects present in transparent objects. The following two Sections introduce two such features.

A. Feature ScatterCount

As described in Sec. II, scattering defects widen and spread the rays of sight of the telecentric camera, so that they hit multiple pixels of the light source. In other words, rays coming from the illuminating pixels are scattered in such a way, that some of them propagate parallel to the optical axis and are captured by the telecentric camera. Hence, for a camera pixel \((k_m, k_n)^T\), that images a scattering defect, many components of the respective correspondence vector \(c(m, n)\) are greater than zero.

The feature ScatterCount

\[
sc(m, n) := |\{i \in [1, \ldots, PQ] : c_i(m, n) \geq 0\}|
\]  (3)

contains for every camera pixel \((k_m, k_n)^T\) the number of components of \(c(m, n)\) that are greater than zero.

B. Feature ScatterWidth

Besides the ScatterCount, i.e., the number of different pixels of the light source that contribute to the signal of a camera pixel, also the maximum distance on the light source, the so-called ScatterWidth between the involved pixels conveys useful information. For example, intensely scattering material defects result in a larger area of light source pixels contributing to the signal of the respective camera pixel. The feature ScatterWidth is defined as:

\[
sw(m, n) := \begin{cases} 
0 & \text{if } \max_{i \in [1,\ldots,PQ]} c_i(m, n) = 0, \\
\Omega - A & \text{otherwise,}
\end{cases}
\]  (4)

with

\[
A, \Omega \in [1, \ldots, PQ],
\]

\[
\forall i \in [1, \ldots, A - 1] : c_i(m, n) = 0,
\]  (5)

\[
\forall i \in [\Omega + 1, \ldots, PQ] : c_i(m, n) = 0,
\]  (6)

\[
c_A(m, n) > 0, c_\Omega(m, n) > 0,
\]  (7)

so \(A\) is the index of the first and \(\Omega\) the index of the last entry of \(c(m, n)\) that are greater than zero.

V. EXPERIMENTS

In order to evaluate the proposed method, the inspection setup shown in Fig. 1 has been simulated as virtual scenes using the rendering framework Mitsuba, that has been extended as described in Sec. III. The resolution of the simulated telecentric camera was 100 × 100 and the resolution of the programmable area light source was 500 × 500. For every simulated scene the light transport matrix has been approximated and the two features ScatterCount and ScatterWidth have been extracted for every spatial position. A double-convex lens represented the test object. These kinds of test objects are especially challenging for common inspection setups, since they are imaging optical elements themselves.

Four different instances of the virtual inspection scene have been set up. The first one contains a defect-free test object. In the remaining three instances, the test object is affected by three enclosed air bubbles. The size of the defects is different for every inspection scene and the smallest defect size is equal to half the size of the projection of a camera pixel. The positions of the defects inside the test object are the same for all inspection scenes: one defect is located at the center of the double-convex lens and the other two defects were moved towards the test object’s boundary in equidistant steps.

In order to compare the method against an existing approach, additional inspection images of the described scenes were simulated using a conventional inspection system consisting of a telecentric camera and a uniform area illumination [16].

Figure 3 shows an overview of the results of the experiments. The values of the extracted features ScatterCount and ScatterWidth are marked in red.
and ScatterWidth are visualized as spatially resolved pseudo color images. The conventional inspection system is capable of imaging all defects of all simulated sizes. However, the images of the smallest defects show only low contrast and are barely visible. Conversely, the two features of the proposed approach visualize even the smallest defects with high contrast, what would be beneficial for a subsequent defect detection. Especially the inspection image resulting from the feature ScatterWidth clearly shows the defects. The randomly occurring white dots visible in the images corresponding to the feature ScatterWidth are caused by the sampling noise of the rendering framework.

VI. SUMMARY AND OUTLOOK

This paper shows how an optical system consisting of a telecentric camera and a spatially programmable area light source can be used in concert with methods based on the theory of light transport matrices in order to realize an inspection system capable of visualizing scattering material defects inside transparent objects. It furthermore shows that scattering defects in transparent materials mainly cause changes in the distribution of the directions of incident light rays and they are not manifested in changes of the light’s intensity. The light transport matrix of a scene contains all the information about the contribution of each pixel of the light source to the signals captured by the sensor pixels. For the proposed optical system, this information especially contains the direction of the captured light rays.

Two features were introduced that are extracted out of the scene’s light transport matrix and that are suitable for visualizing scattering material defects inside transparent objects. A physically based rendering framework has been extended so that it allowed an efficient approximation of light transport matrices for synthetic inspection scenes. By means of the performed experiments it could be shown that the proposed approach is capable of testing transparent objects for scattering defects and that it might even be superior to conventional inspection systems.

As further steps, the authors plan a practical realization of the approach and to conduct real experiments. Therefore, it especially has to be investigated, how the relevant parts of the light transport matrix can be efficiently optically approximated. Furthermore, further features based on the light transport matrices could be defined. For example, the proposed feature ScatterWidth does not take the two-dimensional structure of the programmable light source into account in its current state. By exploiting this additional information, the feature could even allow the discrimination of different defect characteristics.
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Fig. 3. Simulated inspection images of the conventional inspection system and pseudo color images of the features \textit{ScatterCount} and \textit{ScatterWidth} that are based on the approximated light transport matrices. The size $r$ of the simulated defects denotes a factor with respect to the area of a camera pixel's projection into the scene.